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ABSTRACT
As embodied AI gradually transitions into practical applications, en-
hancing the fidelity of how embodied agents perceive the physical
world has become a critical challenge. Current perception meth-
ods typically rely on computer vision-based fiducial marker sys-
tems, which suffer from limitations such as insufficient reading
distance, poor localization accuracy, and high susceptibility to en-
vironmental lighting conditions. Currently, SPAD sensor-based
LiDAR technology is emerging in commercial mobile devices due
to its compact size, high precision, and low power consumption.
This paper presents the design of the RetroLiDAR system, which
chimes with the concept of backscatter in wireless technology, to
create a liquid-crystal fiducial marker system that can be directly
read by LiDAR. On the marker side, we use retroreflective materi-
als to reflect the LiDAR’s emitted light back and employ a liquid
crystal modulator to adjust the intensity of the light signal. On the
LiDAR end, we design a signal processing pipeline to demodulate
the marker’s modulation message using the temporal received sig-
nal strength. Experimental results from our prototype demonstrate
that compared to visual fiducial markers, RetroLiDAR extends the
reading distance by 2.6x compared to QR codes and by 44% com-
pared to AprilTags, while reducing the median ranging error by
85%. We also present a low-power marker circuit design, a link
budget analysis, and two proof-of-concept applications to validate
the system’s efficacy and practicality.
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• Hardware → Wireless devices; • Computer systems organi-
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1 INTRODUCTION
Embodied AI is recognized as crucial for advancing towards Artifi-
cial General Intelligence (AGI) and serves as the foundation for a
broad range of applications that seamlessly bridge cyberspace with
the physical world. Unlike conventional (disembodied) AI, which
excels at executing specific tasks within virtual environments, em-
bodied AI is designed to navigate the complexity and unpredictabil-
ity of the real world [1, 2]. This shift towards embodied systems
emphasizes not just abstract computation, but also general-purpose
perception and interaction through physical agents [3].

One of the most significant challenges in advancing embodied
AI lies in the perception of objects and their spatial relationships
within the physical world [4]. Unlike conventional object recogni-
tion in static images, embodied agents are required to perceive and
respond to changes in dynamic, three-dimensional spaces, which
entails a deeper understanding of spatial relationships and evolv-
ing contexts [5, 6]. To establish a robust foundation for embodied
perception, we argue that fidelity is a critical metric that must be
prioritized. In this context, fidelity refers to the system’s ability
to achieve three core objectives: (1) accurately identifying objects
in 3D space, especially those lacking distinct visual features; (2)
understanding and extracting spatial information about these ob-
jects from a distance, including their positions and relationships
within a scene; and (3) maintaining high-accuracy perception under
real-world changes, such as shifts in position, lighting variations,
and interactions from other users. While it is possible to perform
embodied perception using only the cameras on mobile devices in
structured environments with strong visual features, these meth-
ods struggle when applied over longer distances, in environments
lacking distinct features, or in challenging lighting conditions [7–9].

To complement camera-based systems, (AR) fiducial marker sys-
tems [10–12] are often used in (embodied) robotics [13–15]. Fiducial
markers are typically patterned tags that can be detected and identi-
fied using computer vision algorithms, allowing for (1) positioning
of the markers and (2) identification of the ID encoded within them.
While fiducial markers represent a significant improvement over
purely camera-based approaches, their current limitations include
performance constraints, with decimeter-level accuracy typically
achieved only when positioning markers (several centimeters in
size) at distances of a few meters [16]. The identification and rang-
ing performance degrade with smaller markers. The limitations
of pure camera-based systems push us to leverage more precise
sensors in order to perceive the physical world with higher fidelity.

Among the various sensors available, LiDAR has been the most
accurate sensor to capture 3D content from the physical world
and inputting it into the digital realm. Particularly, the new gen-
eration of solid-state LiDAR based on SPAD sensors to achieve
direct Time-of-Flight (ToF) measurements offers millimeter-level
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wide-angle depth information. These devices consume power only
in the hundred-milliwatt range and have physical sizes measured
in millimeters. The emerging technology has been recently inte-
grated into new types of commercial mobile devices such as the
Apple iPhone and Vision Pro [17, 18]. We believe that such avail-
able LiDAR sensors on mobile devices are the most high-fidelity
technologies for embodied perception, especially for robots with
size and power limitations.

However, despite LiDAR’s superiority in ranging accuracy, fur-
ther research is needed to fully utilize LiDAR for embodied percep-
tion. LiDAR inherently lacks the ability to capture rich semantic
and texture information, and its spatial resolution remains insuffi-
cient [19–22]. The LiDAR point cloud exhibits further degradation
with increasing distance and is susceptible to spatial misalignment
artifacts and environmental corruptions, resulting in compromised
object detection performance (e.g., error rates exceed 50% in practi-
cal scenarios) [23, 24]. Therefore, the distance maps (i.e., common
LiDAR point clouds) generated by LiDAR are not suited for place
recognition with and without fiducial markers. In contrast, modern
LiDAR systems often provide an intensity map for each point. A
straightforward approach is to use this intensity map to capture
black-and-white marker patterns by detecting variations in inten-
sity [25–28]. However, the current limitations in LiDAR’s spatial
resolution require markers to be disproportionately large. For ex-
ample, a marker would need to be as large as 1.2 by 1.2 meters to
be detected at a distance of 10 meters, even with a powerful LiDAR
[25]. Such large marker sizes severely limit practical applications.
The fundamental constraint of LiDAR here is still the spatial res-
olution compared with RGB cameras. Although researchers are
exploring ways to integrate vision systems with LiDAR to enable
collaborative operation [29–32], performance is still bottlenecked
by the vision system: if identification fails due to lighting or distance
issues, any advantage in ranging becomes irrelevant. Therefore,
to fully utilize LiDAR for fiducial marker reading, it is crucial to
overcome these limitations and develop a LiDAR-only solution.

In this paper, we pose the research question: can we leverage
wireless technology to complement LiDAR, enabling it to read fidu-
cial markers without compromising its distance measurement capa-
bilities? Inspired by recent advancements in Visible Light Backscat-
ter Communication (VLBC) [33], we design a liquid-crystal fidu-
cial marker system that can be directly read by LiDAR. The basic
principle of VLBC involves using electrical signals to modulate
the transparency of liquid crystals, thereby encoding information
by altering the intensity of incident light. We find that the same
principle can be applied to the near-infrared light used by LiDAR.
More importantly, this passive modulation aligns with the working
principle of LiDAR, which is designed to receive only the light it
emits, preserving its normal ranging capabilities. At the core of our
marker design is a liquid crystal modulator (LCM). When the LCM
is charged or discharged, its transparency changes, resulting in high
or low intensity signals in the LiDAR’s intensity map. Additionally,
we incorporate a retroreflector into the marker to significantly en-
hance the signal-to-noise ratio (SNR) received by the LiDAR. To
decode the ID information encoded in the marker, we design a de-
tection algorithm that detects the marker with high sensitivity and
low false alarm rate. We also design a specialized receiving circuit
that captures the high-frequency patterns of the LiDAR signal to

wake up the system to minimize overall power consumption. We
further conduct a link budget analysis to examine the relationship
between marker size, reading distance, and LiDAR configurations
to guide the design of markers for practical scenarios.

We implement a prototype system of RetroLiDAR to validate our
design. Our experiments demonstrate that using a small 3 × 3 cm2

marker and a low-power mobile LiDAR, our system effectively
reads markers at a distance of 2.6 meters, with a median ranging
error of 1.3 mm under various ambient light conditions. For a tiny
1×1 cm2 marker, the system can read it from a distance of 1.3 meters.
Compared to conventional visual fiducial markers, RetroLiDAR
extends the reading distance by 2.6x compared to QR codes and by
44% compared to AprilTags, while reducing the median ranging
error by 85%.We also design two use cases of embodied AI in indoor
environments to validate their feasibility through experiments.
Contributions.
• We introduce a novel fiducial marker concept utilizing liquid
crystal modulators that can be read by LiDARs on mobile de-
vices, offering long-range, high-precision, and robust perfor-
mance against ambient light variations.

• We present the design of the RetroLiDAR system (§3), featuring
a low-power marker hardware with dual filters and a full signal
processing pipeline at the LiDAR, demonstrating the capabilities
of using LiDAR for reading liquid-crystal fiducial markers.

• We develop a prototype (§5), and evaluation results (§6) show
that RetroLiDAR outperforms visual fiducial markers in both
reading distance and ranging precision. Experiments in use case
studies (§7) validate its feasibility for embodied perception.

2 BACKGROUND

2.1 LiDAR for Embodied Perception
LiDAR (Light Detection and Ranging) is a sensing technology that
measures the distance to objects by illuminating them with laser
light and detecting the reflected pulses. The working principle of a
LiDAR is to emit laser pulses and measure the time it takes for each
pulse to travel to an object and reflect back to the sensor. The time
measurement is then directly converted into distance based on the
speed of light. This process, known as direct Time-of-Flight (dToF),
provides high-accuracy measurements and is commonly applied in
fields such as autonomous driving and robotics.

Although LiDARs have been regarded as powerful, expensive,
and large devices, recent advances in Single-Photon Avalanche
Diode (SPAD) sensors have enabled the development of compact,
low-power, and eye-safe LiDAR systems. SPAD sensors feature very
high sensitivity, allowing LiDAR to maintain accuracy with low
power consumption. In addition, advancements in semiconductor
manufacturing processes have made it possible to create SPAD sen-
sor arrays, enabling LiDARs that require no mechanical scanning
components. These SPAD-based LiDAR devices have been success-
fully commercialized for use in mobile devices to capture spatial
data. For example, recent Apple devices such as the iPhone, iPad,
and Vision Pro are equipped with SPAD LiDARs that demonstrate
sub-cm-level ranging accuracy at distances up to 5 meters [34].

In SPAD-based LiDAR systems, eachmeasurement cycle involves
the emission of multiple laser pulses at a fixed frequency (typically
15-200 kHz [35]), where individual SPAD pixels (analogous to the
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Figure 1: The architecture and workflow of RetroLiDAR.
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Figure 2: Signal intensity w/
and w/o retroreflector.

pixels of a frame in a camera) sequentially accumulate ToF data to
construct ToF histograms. This raw data output requires internal
digital signal processing to be transformed into LiDAR ranging
information. After processing, for each pixel (𝑥,𝑦) in a frame at time
𝑡 , the output format is a quadruple (𝐷, 𝐼, 𝐴, 𝑆), where 𝐷 represents
the distance, 𝐼 the received signal intensity, 𝐴 the ambient light
level, and 𝑆 the status of the measurement (normal or not). This
information is then provided to the user for further application.
2.2 Liquid Crystal Modulators
A liquid crystal modulator (LCM) is a thin, low-power, and cost-
effective optical modulator that controls light transmission or block-
ing. Its working principle is similar to that of a TFT LCD display.
Specifically, the core of the LCM is a layer of liquid crystal enclosed
by two glass electrodes. In its natural state (i.e., no voltage applied),
the liquid crystal molecules rotate the incident light’s polarization
by 90°due to intermolecular forces from internal structures. In con-
trast, a voltage (e.g., 5 V) aligns the liquid crystals when applied
to the electrodes, maintaining the original light polarization. The
liquid crystal layer is sandwiched between two perpendicular po-
larizing filters. As a result, when no voltage is applied, the LCM
remains highly transparent, whereas applying voltage reduces its
transparency. The functionalities of LCM allow us to modulate tem-
poral optical signals by applying a time-varying electrical signal to
the LCM electrodes. It is worth noting that the LCM does not emit
light itself, but rather modulates any light passing through it.

Leveraging the LCM’s ability to control the passage of light, sev-
eral methods can be designed to represent binary bits. The most
straightforward approach is on-off keying (OOK). In OOK, the pres-
ence of a carrier signal for a specific duration represents a binary
one, while its absence represents a binary zero. Therefore, we can
encode “0” when no voltage is applied to the LCM, resulting in
higher transparency, and encode “1” when voltage is applied, reduc-
ing its transparency. The advantage of this approach (as opposed to
reversing the representation of “0” and “1”) is that the liquid crystal
remains in a high-transparency state when idle, which enhances
the overall signal strength.
3 RETROLIDAR SYSTEM DESIGN
3.1 Design Overview
The basic design of RetroLiDAR is to leverage the modulation capa-
bility of liquid crystals for near-infrared light of LiDAR, as shown
in Fig. 1. The system consists of a LiDAR reader and liquid-crystal
markers. Each marker incorporates three major components: a pho-
todiode and associated circuits for LiDAR signal reception, a LCM
with the requisite control circuitry, and an MCU to manage the

overall system logic. The LiDAR reader operates as a standard dToF
sensor, similar to conventional depth sensing systems.

During the operation of RetroLiDAR, the LiDAR continuously
emits near-infrared laser pulses. These high-frequency signals are
detected by a photodiode on the marker. After amplification, the
signal is passed through a high-pass filter to selectively isolate
the LiDAR signal. Following rectification, if the signal strength
surpasses a predetermined threshold, the marker identifies the
presence of the LiDAR signal, triggering a wake-up call to the MCU.
The MCU then initiates the encoding and modulation of message
bits. The modulated electrical signal is applied to the LCM, which
modulates the intensity of the reflected laser back to the LiDAR.

On the LiDAR side, the raw received signal is first processed
internally through a multi-zone object detection algorithm, which
generates intensity and distance maps for all pixels within the sen-
sor’s field of view (FoV). The intensity map contains the modulated
temporal information from the marker. A preamble detection algo-
rithm is employed to identify the pixels that contain active markers.
These candidate pixels are subsequently demodulated and decoded,
with successfully decoded markers (meeting error correction crite-
ria) being paired with their corresponding distance measurements
from the distance map. This fusion of decoded marker IDs and
precise ranging data produces the final marker reading output.

3.2 Liquid-crystal Optical Frontend
Necessity of LCM. One straightforward approach to transmitting
ID information to a LiDAR system is to adopt an active light source
(e.g., an infrared LED) to modulate the information that can be
received by the SPAD sensor in the LiDAR. However, aside from
the issue of high power consumption, this approach fundamentally
conflicts with the working principle of LiDAR, which is designed
to receive only the light it emits, treating all other light sources
as noise. To investigate the impact of using an external LED, we
conduct an experiment where a 940-nm LED (operating in the same
frequency band as the LiDAR) is placed 1 meter away from the
LiDAR at varying power levels. As shown in Tab. 1, the presence of
the LED not only reduces the percentage of normal frames but also
significantly affects the LiDAR’s ranging accuracy. Even at very low
power (0.08 W), the standard deviation of multiple measurements
increases by a factor of 5. This result demonstrates that an active

Table 1: Impact of LED on LiDAR performance.

LED Power (W) 0 0.08 0.25 0.40 0.70 0.83 1.30

Normal Frame Percentage 100 100 100 100 72 74 0
Std. Dev. of Ranging (mm) 1.91 9.58 10.27 11.20 19.86 17.89 NaN



light source can severely disrupt the normal operation of the LiDAR.
Therefore, our marker needs to transmit information passively,
which is why we choose the LCM.
Retroreflector. An important aspect of LiDAR’s internal signal
processing is its tendency to select and output the strongest signal
of each pixel. The incorporation of LCMs inherently introduces
optical attenuation due to the cumulative light absorption by their
multilayer components, including the front/rear polarizers due to
Malus’s law. Therefore, we need to maximize reflectivity of our
marker to enhance the signal received by the sensor. A key property
that can be leveraged is retro-reflectivity. Unlike typical objects
that scatter light diffusely, retroreflectors redirect incident LiDAR
emissions back along their original path, resulting in more con-
centrated returns for the sensor to capture. We measure the signal
intensity detected by the LiDAR from a 3 × 3 cm2 retroreflector
compared to a non-retroreflective PCB board at various distances,
as shown in Fig. 2. The intensity is measured in units of Kcps/SPAD
(Kilo-count per second per SPAD), which quantifies the number of
photons detected by the SPAD array and directly correlates with
the light intensity. The results demonstrate an average 100.4× en-
hancement in signal intensity when using retroreflectors. More
importantly, we empirically observe that ambient objects reflect
an average signal of 4 Kcps/SPAD. If the marker’s signal strength
falls below this level, the LiDAR is unable to detect it. For markers
without a retroreflector, this limitation occurs beyond 1.4 meters,
whereas the retroreflector significantly extends this distance. These
findings underscore the necessity of using a retroreflector. We will
further analyze the properties of retroreflector in §4.

3.3 Marker Hardware Design

To maintain low power consumption, RetroLiDAR markers should
operate predominantly in sleep mode, activating only when queried
by a LiDAR system. Therefore, we need to design a circuit-level
wake-up mechanism capable of selectively triggering the marker
upon LiDAR detection. The straightforward approach to receiv-
ing LiDAR signals is to equip the marker with a photodiode (PD);
however, it proves inadequate in practice. Mobile LiDAR systems
typically adhere to the Class I laser transmitter standard, with power
output below 5 mW. Moreover, they utilize laser emitters that pro-
duce highly divergent beams. Our testing indicates that when using
only a PD as receiver, the LiDAR signal is overwhelmed by ambient
noise at distances greater than 20 cm. Therefore, an effective wake-
up mechanismmust achieve both high sensitivity and selectivity for
LiDAR signals. Our design addresses these requirements through
the integration of two specialized filtering stages:
Spectrum Filter. LiDAR uses a laser with a wavelength of 940 nm
in the near-infrared band. By attaching a 940-nm bandpass optical
filter to the PD, we can reduce the PD’s response to ambient light by
several orders of magnitude, as light at this wavelength constitutes
only a small portion of ambient light. This filtering has almost no
effect on the LiDAR signal itself. With the spectrum filter, we can
use a high-gain amplifier, which can extend the work range without
the risk of saturation from ambient light.
Signal Pattern Filter. The operational mode of LiDAR imparts a
unique frequency signature to their emitted pulse signals, which
directly corresponds to the pulse reception rate as detailed in §2.1.
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Figure 3: An example of LiDAR pulse patterns.

Upon analyzing a segment of the signal as shown in Fig. 3, we
identify a unique frequency characteristics: high-frequency com-
ponents at 46.1 kHz and 54.2 kHz during each measurement. This
pattern arises from the working principles of LiDAR, where multi-
ple independent laser pulses are emitted in quick succession within
a single measurement to accumulate sufficient photons (§2). Con-
sequently, this high-frequency feature of laser pulses enables a
high-pass signal filter that can selectively detect the LiDAR signal.
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Figure 4: RetroLiDARmarker wake-up circuit.

Optical Reception Circuit Design. Fig. 4 illustrates our circuit
design. We use a PD covered with a spectrum filter to receive the
LiDAR signal. After passing through a transimpedance amplifier,
the signal is filtered by a high-pass filter to retain only the high-
frequency components. The signal is then amplified a second time
and passed through a rectifier, converting it into a stable voltage
signal that is highly correlated with the incident LiDAR signal.
After comparing this signal with a properly set threshold, it can
serve as the trigger for the wake-up circuit, which is subsequently
processed by additional logic circuits.

3.4 Marker Data Transmission
Modulation and Coding. Visual fiducial markers typically encode
information through spatial patterns, such as variations in bright-
ness or contrast. In contrast, RetroLiDAR utilizes LCM that encodes
information in the temporal domain. We use OOK modulation to
represent binary bits with light signals (§2.2). To ensure robust
marker ID transmission in the presence of random errors, a coding
system is required to maximize the number of correctable bit errors
while minimizing false identification/alarm rates. Specifically, our
system adopts Binary Golay code [36], which encodes 12 bits of
data into a 24-bit word with a Hamming distance of 8. This coding
allows for the correction of up to 3-bit errors and the detection of
up to 4-bit errors. Notably, the 12-bit information length is com-
mon for fiducial markers. For example, the widely used AprilTag
tagStandard41h12 family supports 2,115 different markers, with a
dictionary size smaller than 12 bits.
Preamble and Packet Format. Similar to visual markers that
incorporate predefined spatial patterns for reliable detection and
alignment, RetroLiDAR markers require a mechanism that allows



the detector to identify the start of temporal data within a continu-
ous intensity signal stream. To address this, we design a preamble
that is a predefined bit sequence known to both the transmitter and
receiver. It is sent before the marker’s ID information, and once it
is correctly detected, the detector can recognize the beginning of
the time-encoded information. Our message format consists of a
preamble followed by the encoded message. The marker (using the
LCM) first transmits a 7-bit preamble (e.g., "1010101"), followed by
the encoded ID information. To comply with the Nyquist sampling
theorem, the transmission rate of the LCM is set to half the LiDAR
sampling rate. With this packet format, the marker can transmit its
information to be detected by the LiDAR.

3.5 Detector Design

Pre-processing LiDAR Signal. At the LiDAR side, we primarily
use the temporal intensity map 𝐼 (𝑥,𝑦, 𝑡) (recall §2.1) to detect a
RetroLiDAR marker. To ensure proper demodulation in subsequent
processing, the temporal distancemap of 𝐼 requires a pre-processing
step for abnormal frame elimination. The histogram processingmay
fail at certain points due to ambient noise or a lack of signal, leading
to chaotic signal intensity values that can cause failures. We set the
intensity values of all abnormal pixels, 𝐼 (𝑥,𝑦, 𝑡), to 𝐼 (𝑥,𝑦, 𝑡 − 1) to
mitigate the impact of abnormal frames. This approach maintains
the integrity of the temporal distance map and effectively filters out
weak noise points (where the majority of statuses are abnormal) by
stabilizing the corresponding 𝐼 values over time. Additionally, we
calculate the DC offset 𝑑 (𝑥,𝑦) for each pixel, which represents the
average intensity when the marker is not transmitting.
Preamble Detection. Our preamble detection has two primary
goals: (1) Identify active pixels with marker transmission. Given the
spatial resolution of the LiDAR, not every pixel in its FoV will have
an active marker transmitting. We should extract all pixels where a
marker is actively transmitting (there may be multiple such pixels,
which should not interfere with each other) while marking all other
pixels as invalid to prevent false alarms. (2) Determine the precise
timing of the start of transmission. Since a marker may not begin
transmitting immediately due to the duty-cycling design intended
to reduce power consumption (§3.3), we need to accurately identify
the moment when each marker actually starts transmitting.
• Computing coefficient and error from least squares. The basic idea
of our preamble detection algorithm is to use a least squares ap-
proach to find the position where the received sequence is the
most similar to the preamble. Specifically, for each received point
𝐼 (𝑥,𝑦, 𝑡), we evaluate its potential as the preamble start position by
first computing the channel distortion coefficient 𝑐:

𝑐 = (p𝑇 p)−1p𝑇 s

In this formula, s = [𝐼 (𝑥,𝑦, 𝑡), 𝐼 (𝑥,𝑦, 𝑡 + 1), · · · , 𝐼 (𝑥,𝑦, 𝑡 + 𝜏)]𝑇 rep-
resents the cropped received signal intensity sequence, and p is
a column vector representing the preamble sequence. With the
coefficient 𝑐 , we can calculate the root mean square error between
the estimated distorted preamble and the observed signal sequence:

𝑒 =

√√
𝜏∑︁
𝑖=1

(𝑠𝑖 − 𝑐 · 𝑝𝑖 )2

• Computing likelihood of preamble. According to the principle of
least squares, the absolute value of the coefficient |𝑐 |

𝑑
indicates

the proportion of the modulated signal power in the total power
received by the LiDAR, while the ratio 𝑒

|𝑐 | represents the proportion
of error magnitude relative to the signal strength. If a point (𝑥,𝑦)
has strong signal power, it is more likely that the pixel is receiving
transmissions from amarker because the ambient objects can hardly
change its reflectivity so quickly. Similarly, if the error magnitude
is small, it is more likely that this point is the start of the preamble
sequence. Therefore, we define the likelihood 𝑙 as:

𝑙 =
𝑐2

𝑒 · 𝑑
which integrates the metrics and estimates the probability that a
given point is the start of the preamble1.
• Identifying the start time of transmission. Suppose the marker is
expected to wake up from the duty-cycling design within a duration
𝑡wake. We calculate the likelihood 𝑙 for all (𝑥,𝑦) coordinates and
for 0 ≤ 𝑡 ≤ 𝑡wake. We then filter out any pixel (𝑥,𝑦) for which
∀𝑡, 𝑙 (𝑥,𝑦, 𝑡) < 𝑙thres, indicating no marker is transmitting in that
pixel. For the remaining pixels (i.e., valid pixels), we identify the
start of transmission time by sequence correlation:

𝑡start (𝑥,𝑦) = argmax
0≤𝑡≤𝑡wake

𝑙 (𝑥,𝑦, 𝑡)

corresponding to the peak of 𝑙 (𝑡).
Demodulation, Decoding, and Ranging. After identifying the
preamble start time 𝑡start, we demodulate the bits received by each
valid pixel starting from 𝑡start + 𝜏 using a binary threshold. Specifi-
cally, in ourmodulation scheme, the bit “0” corresponds to 𝐼 (𝑥,𝑦, 𝑡) =
𝑑 (𝑥,𝑦), while the bit "1" corresponds to 𝐼 (𝑥,𝑦, 𝑡) = 𝑑 (𝑥,𝑦) + 𝑐 (𝑥,𝑦).
We set a binary threshold for demodulation, so for each 𝑡 , the cor-
responding bit 𝑏 (𝑡) is determined by:

𝑏 (𝑡) =
{
1, if |𝐼 (𝑡) − 𝑑 (𝑥,𝑦) | > |𝐼 (𝑡) − (𝑑 (𝑥,𝑦) + 𝑐 (𝑥,𝑦)) |
0, otherwise

Here, 𝑑 (𝑥,𝑦) is obtained from pre-processing and 𝑐 (𝑥,𝑦) is the out-
put of preamble detection. If 𝐼 (𝑥,𝑦, 𝑡) is closer to 𝑑 (𝑥,𝑦), we classify
it as “0”, and if it is closer to 𝑑 (𝑥,𝑦) + 𝑐 (𝑥,𝑦), we classify it as “1”.
Following bit demodulation, error correction is applied to recover
any erroneous bits, provided the error count does not exceed the
system’s correction capability. Additionally, the marker’s distance
is estimated by averaging the LiDAR’s ranging measurements over
the relevant time window:

𝐷estimated (𝑥,𝑦) =
∑𝑡end
𝑡=𝑡start

𝐷 (𝑥,𝑦, 𝑡)
𝜏 + 𝑡packet

where 𝑡end = 𝑡start + 𝜏 + 𝑡packet.

4 LINK BUDGET ANALYSIS
We adopt a link model to analyze the system’s performance based
on the link model described in PassiveVLC [33], which also uti-
lizes LCM and retroreflector to modulate information. This model
expresses the received signal strength at the reader side 𝑃𝑟 as a
function of several parameters. After omitting uncontrollable or un-
available factors, the simplified relationship reduces to 𝑃𝑟 ∝ 𝐴𝑟𝑒/𝑅4,
1In practice, we use 𝑒 + 1 instead of the 𝑒 to avoid division by zero.
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where 𝐴𝑟𝑒 is the projected area of the retroreflector and 𝑅 is the de-
tection distance. To validate themodel, we conduct two experiments
to quantify the influence of these variables on signal strength. We
further investigate the impact of integration time, a LiDAR-specific
parameter, on received signal-to-noise ratio (SNR).
Distance.We first evaluate the relationship between retroreflec-
tor distance and received signal intensity by varying the marker’s
position relative to the LiDAR. As shown in Fig. 5a, for distances
beyond 1.5 meters, the signal intensity is inversely proportional to
the 3.8th power of the distance, which aligns well with our theoret-
ical model with 𝑅2 = 0.9826. At shorter distances, however, minor
deviations are observed due to the narrow divergence angle of the
retroreflected beam (∼ 1°) and the physical separation between the
LiDAR’s laser transmitter and the SPAD sensor. Despite this, the
signal intensity consistently increases as the distance decreases,
confirming the expected trend.
Size of Retroreflector. We further validate the impact of the
retroreflector size (𝐴𝑟𝑒 ) on the signal intensity. The results, as
shown in Fig. 5b, confirm a strong linear relationship between
the retroreflector size and the signal strength, with an 𝑅2 value of
0.9853. The y-intercept observed in the experimental results can
be attributed to the influence of the tripod used for the tag in the
experiment, which aligns with our expectations. This strong linear
correlation supports our model’s predictions and indicates a longer
detection distance could be achieved with a larger marker.
Integration Time. The link model aligns well with our LiDAR;
however, the LiDAR reader introduces a unique signal reception
parameter: integration time. Integration time, the duration during
which a SPAD sensor accumulates photon signals from laser pulses
(§2.1), directly affects the SNR of LiDAR systems. We conduct exper-
iments to validate the relationship between the LiDAR’s integration
time and SNR, as depicted in Fig. 5c. The measured SNR degradation
(derived from adjusted sampling intervals with a constant overhead
[37] excluded) precisely follows the theoretical 10×𝑙𝑜𝑔10 (𝑘) dB loss
characteristic of k-times oversampling systems. This quantitative
agreement between empirical measurements and communication
theory confirms the LiDAR receiver’s compliance with established
signal processing principles, thereby validating its potential as a
reliable optical communication front-end receiver.

5 IMPLEMENTATION

We implemented a prototype system to validate RetroLiDAR, com-
prising two major components: the LiDAR and the marker. The
LiDAR is based on a VL53L8CX dToF sensor [38] connected to a
MCU, running our custom firmware to stream received signals to a
PC for advanced signal processing. On the marker side, we designed

and fabricated a custom frontend board (as shown in Fig. 6), which
is connected to an external MCU to handle the logics.
LiDAR Configuration. Our LiDAR setup utilizes the P-NUCLEO-
53L8A1 development kit [39], which provides a set of APIs for the
VL53L8CX sensor through X-CUBE-TOF1 library [40].We configure
the LiDAR to operate with a stable frame interval of 21 ms 2, a 4x4
spatial resolution, and in blocking continuous ranging mode. We
extend the official firmware by implementing a precise timestamp
function using an MCU timer to ensure stable timestamps. The
LiDAR sends the frames to an external PC, where further signal
processing is performed using Python. As specified in the datasheet
[41], a standalone VL53L8CX sensor exhibits a power consumption
of 215 mW. Using a Monsoon power monitor [42], we measure the
complete development kit’s power consumption at 427 mW during
active measurement cycles, including sensor sampling, MCU-based
signal processing, and data transmission.
Marker Frontend Circuit. The frontend circuit of our marker is
fabricated on a 4.5 cm × 4.5 cm PCB board. The optical receiver of
RetroLiDAR marker incorporates a near-infrared sensitive photo-
diode [43] and an operational amplifier (OPA320) [44] configured
as a transimpedance amplifier with a 2 MΩ resistance (providing
a first-stage amplification factor of 2,000,000) and a 3 pF feedback
capacitor. A signal pattern filter comprising two series RC high-
pass filters processes the photodiode output. The filtered signal is
then amplified by another OPA320 operational amplifier, rectified
using a SMS7630-079LF diode [45], and finally compared against
a pre-defined threshold (see §6.5) using a comparator [46]. The
comparator’s output is utilized to trigger the MCU from low power
detection mode to active transmission mode. The end-to-end detec-
tion latency is less than 0.4 ms based on our circuit model simulation
on ADS [47]. The liquid crystal driver circuit uses a comparator,
which outputs a 5V voltage to the liquid crystal electrodes whenever
the GPIO output from the MCU is at a high level.

2Although the documentation indicates support for up to 60 Hz, we could not achieve
this frame rate due to I2C bus bandwidth limitations and API overhead.

Outdoor (~2000 lux)Dark (~20 lux) Indoor (~200 lux)

Marker

SPAD

LiDAR

Two Markers

Marker

LiDAR

Figure 7: Experimental setups.
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Figure 8: Marker reading performances.

Table 2: Power consumption under different modes.

Mode Sleep Detection Active

Power (mA) 0.001 3.98 12.7
Duty cycle 99% 1% Task dependence (e.g., < 0.1%)

Power Consumption.We fabricate a fully functional RetroLiDAR
marker to conduct end-to-end power consumption analysis. The
power consumptionmeasurements are shown in Tab. 2. In detection
mode, the marker consumes 3.98 mA (2 mA frontend + 1.98 mA
MCU) during quiescent operation. Upon detecting a LiDAR signal,
the MCU is fully activated, resulting in an active current of 12.7
mA. Based on a 90 mAh coin cell battery [48], a detection duty
cycle of 1 ms / 100 ms, and a query frequency of once per hour, the
marker can operate for two months. The power consumption could
be further optimized to approximately 100 𝜇Awith ultra-low-power
operational amplifier (e.g., MAX9917 [49]) and low-power MCU,
extending the battery life to over two years.
Cost Analysis. The LiDAR development kit used in our system cost
$36.25 for each, while a discrete VL53L8CX dToF sensor is priced at
$9.09. For the marker, the electronic components contribute $9.91 to
the Bill of Materials (BOM) cost, with an additional $112 allocated
for optical components. The optical component breakdown includes
$100 for a customized LCM in the near-infrared band, $9 for the
photodiode, and $3 for the infrared spectrum filter. Our LCM is a
custom non-commercial component, whereas the PD and spectrum
filter are commercially available infrared devices. We believe that
once infrared LCMs become commercially available, their price will
be comparable to the other two components (under $10), reducing
the total marker cost to under $40.

6 EVALUATION
6.1 Experimental Setup
We evaluate RetroLiDAR using our prototype implementation with
a testbed shown in Fig. 7. The LiDAR and marker are mounted on
tripods to conduct distance experiments. We also utilize two optical
benches for experiments that require precise angle control. Unless
otherwise stated, the marker (3 × 3 cm2) is positioned directly in
the center of the LiDAR’s field of view at a distance of 1 meter,
with no yaw misalignment, and in typical office environments
where illumination levels measured around 200 lux at night with
lights on and increased to ∼ 500 lux during daytime due to natural
light ingress through adjacent windows. Our primary metrics for
evaluation are two metrics:

• Detection rate. The detection rate quantifies the ability of the
LiDAR to detect the marker’s presence by successfully decoding its
preamble sequence.
• Identification rate. The identification rate measures the LiDAR’s
capability to successfully decode the complete packet and correctly
obtain the marker’s ID.

We define normal marker operation as achieving an identifica-
tion rate exceeding 80%, because this ensures a >99% probability
of correct identification within three consecutive reads. For each
experimental condition, a marker transmits 10 random packets (1.3
seconds per packet) following our packet format, repeating this
process 10 times to ensure statistical significance.

6.2 Marker Reading

Working Range.We first conduct detection and identification rate
tests under varying distances and angles. As illustrated in Fig. 8a,
RetroLiDAR operates effectively at distances of up to 2.6 meters
and consistently achieves a 100% success rate in identifying the
marker’s ID within 2.0 meters. Detection performance remains at
100% up to a maximum distance of 2.8 meters. We then proceed
to test the angular FoV for RetroLiDAR. We place the marker at
different positions within the LiDAR’s FoV with a fixed distance of 1
meter, recording the relationship between the view angle (the angle
between the marker’s position and the center of the LiDAR’s field
of view) and the success rates. As shown in Fig. 8b, RetroLiDAR
demonstrates effective detection and identification performance
within a working angle of ±25 degrees, allowing a sufficient FoV.
False Alarm. When no active marker is present within its field of
view, the LiDAR still output distance and intensity maps, which
could potentially lead to false alarms. To assess the false alarm
rates, we conduct an experiment where the LiDAR attempts to read
a marker that is intentionally deactivated and does not modulate
signals. Fig. 8c shows that RetroLiDAR exhibited a false detection
rate of only 0.5% across different distances due to ambient noise.
More importantly, no false identification is observed during the
experiment. These results demonstrate the effectiveness of our pre-
amble detection algorithm. Furthermore, due to the error detection
capability of the coding scheme, the likelihood of decoding a valid
code after a false detection is negligible.
Ranging Accuracy. Given the widespread acceptance of LiDAR
ranging as ground truth, we evaluate RetroLiDAR’s ranging accu-
racy through statistical analysis of repeated distance measurements.
We compare the standard deviation of estimated distances during
active marker detection (LCM modulation enabled) against silent
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Figure 9: Performance comparison with AprilTag.
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Figure 10: Distance comparison
with 3 × 3 𝑐𝑚2 QR Code.

marker baselines (LCM deactivated) across varying operational
distances. As shown Fig. 8d, in all cases except at a distance of 2.6
meters, the median ranging error remains below 2 mm, confirming
that our design fully leverages LiDAR’s inherent ranging precision
regardless of marker activity. At 2.6 meters with the marker active,
we observe a slight increase in error due to nearby human move-
ment, yet the median error remains under 2.5 mm. Additionally, we
test LiDAR performance on a bare PCB of the same size (without
optical components like retroreflectors or LCM) to represent its
typical ranging capabilities on generic surfaces. At a distance of 2.0
meters, the median ranging error is 1.0 mm with a maximum error
of 4.2 mm, closely matching the results achieved with our marker.
These results confirm that RetroLiDAR not only enables marker
identification but also maintains LiDAR’s high ranging accuracy,
in contrast to the results in Tab. 1.

Table 3: Identification rates of individual markers when si-
multaneously read.

Marker arrangement 1 2 3 4 5

Marker #1 97% 96% 95% 86% 92%
Marker #2 98% 93% 85% 90% 98%
Marker #3 91% 92% 98% 87% 90%

Simultaneous Reading of Multiple Markers. The SPAD LiDAR
of RetroLiDAR has spatial resolution capabilities. It is able to simul-
taneously read information from multiple pixels in space, thereby
enabling the simultaneous reading of multiple markers. To validate
this capability, we place three markers at varying distances (1.0 to
2.0 meters) and angles, arranging them in five different spatial con-
figurations for the LiDAR to read. Experimental results demonstrate
consistent 100% detection rates across all arrangements, with indi-
vidual marker identification rates exceeding 85% (see Tab. 3). Since
signals from spatially separated markers do not interfere with each
other, the system does not need to adjust the emitted light inten-
sity of the LiDAR and inherently avoids near-far effects. However,
identification rates varies among individual markers, reflecting a
performance decrease compared to single-marker scenarios. We
attribute the performance drop to the current prototype’s limited
4 × 4 spatial resolution, which increases susceptibility to interfer-
ence. Future implementations leveraging higher-resolution LiDAR
systems are expected to address this limitation.

6.3 Comparison with Visual Markers
We design an experiment to evaluate the identification and ranging
performance of two mainstream visual fiducial markers, AprilTag
and QR Code, in comparison with RetroLiDAR. We use three smart-
phones, spanning the high-end, mid-range, and entry level models
with their detailed specifications listed in Tab. 4, to scan the vi-
sual markers. The smartphones are calibrated using the OpenCV
chessboard calibration method [50]. We configure the markers to
encode a number of bits as close as possible to the same amount in
each marker. The markers are placed at varying distances and an-
gles relative to the smartphone main camera3. The cameras record
video at FHD resolution and 30 FPS, which is the default setting
for video capturing APIs. For each setup, we calculate the average
identification rate and ranging error based on 1000 random video
frames using corresponding detectors.

Table 4: Parameters of visual marker systems.

Smartphone Model Release year Launch price

High-end iPhone 15 Pro Max 2023 $1199
Mid-range Samsung Galaxy S21 2021 $699
Entry-level OnePlus 7T 2019 $599

Marker Tag family Dictionary size Detector

AprilTag tagStandard41h12 2115 Apriltags 3 [51]
QR Code Version 1 16 bytes zbar [52]

AprilTag Identification. As shown in Fig. 9a, for a 3×3 𝑐𝑚2 April-
Tag, the maximum reliable identification range is 2.2 meters on
entry-level smartphones and extends to 2.4meters on high-endmod-
els. However, when the tag size is reduced to 1𝑐𝑚2, the identification
range for standard smartphone cameras significantly decreases to
less than 0.9 meters (Fig. 9b). In contrast, RetroLiDAR achieves a
reliable identification range of 1.3 meters with a tiny 1𝑐𝑚2 marker,
representing a 44% improvement (the details are to be illustrated in
§6.4). This result demonstrates RetroLiDAR’s superior performance
especially with smaller markers. Notably, these results are obtained
under typical indoor lighting, where the performance of visual
markers degrades in dark environments. Meanwhile, RetroLiDAR
maintains reliable (and even better) identification in complete dark-
ness, as will be further elaborated in §6.4.
3All the main cameras have a FoV similar to that of our LiDAR (±25 degrees). While
the reading distance can be extended using telephoto lenses, this approach reduces
the FoV. To ensure a fair comparison, our experiments maintain the same FoV for both
cameras and LiDAR.
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Figure 11: Microbenchmarks.

AprilTag Ranging. Regarding ranging accuracy, Fig. 9c highlights
the limitations of visual fiducial markers, which are constrained by
the sensing capabilities of standard cameras. At a favorable distance
of 1.0 meter, the median ranging error for a 3 × 3 𝑐𝑚2 AprilTag is
under 4 mm, consistent with literature reports. However, the errors
can still exceed 10mm in certain cases. As the distance increases, the
ranging accuracy deteriorates significantly. For example, even with
high-end smartphones, at a distance of 2.4 meters (the maximum
reliable identification range), the median error increases to 11.7 mm,
with the maximum error reaching 156.2 mm. These findings align
with prior benchmarks [16]. In contrast, RetroLiDAR consistently
achieves sub-centimeter-level ranging accuracy at various distances
(Fig. 8d), offering a clear improvement over visual markers.
QR Code. As shown in Fig. 10, QR Codes with a size of 3 × 3 𝑐𝑚2

exhibit significant limitations in identification range, with reliable
detection confined to less than 1 meter. Even at closer distances
(around 0.5 m), the identification rate fails to approach 100% due to
distortion at the edges of the camera’s FoV. In contrast, RetroLiDAR
extends this distance to 2.6 meters, achieving a substantial 2.6x
improvement. This result highlights the challenges faced by visual
markers in maintaining identification performance with limited
marker sizes. In terms of ranging accuracy, the performance degra-
dation aligns closely with those observed for AprilTags. Detection
failures and ranging faults become frequent beyond 1 meter, render-
ing QR Codes unable to provide any reliable ranging data at greater
distances. In contrast, RetroLiDAR maintains high identification
reliability and sub-centimeter ranging precision.

6.4 Microbenchmarks

LCM Size.We investigate the impact of LCM size on identification
performance by progressively covering portions of the marker’s
LCM. As shown in Fig. 11a, although the reliable identification dis-
tance decreases as the area is reduced, the relationship is nonlinear.
Even with a tiny 1𝑐𝑚2 marker, RetroLiDAR can reliably identify it
at a distance of 1.3 meter. This result aligns with our link budget
analysis (§4) and highlight RetroLiDAR’s potential for applications
requiring extremely small markers.
Angular Misalignment.When the marker is placed not directly
facing the LiDAR (i.e., experiencing yaw angular misalignment),
RetroLiDAR’s performance may degrade due to the reduced pro-
jected area facing the LiDAR and potential impacts on the retrore-
flector’s directional properties. We design an experiment to assess
the effect of yaw misalignment. Fig. 11b reveals that the our marker

can tolerate approximately ±50 degrees of yaw angular misalign-
ment before a rapid decline in signal reflection capabilities, with
complete failure occurring beyond 60 degrees. We believe that the
working range already covers the majority of fiducial marker appli-
cations, where markers are typically installed in fixed orientations.
A better physical marker design that explores multi-faceted marker
geometries may further broaden the effective angular range for
scenarios requiring extreme angular flexibility.
Ambient LightCondition.To evaluateRetroLiDAR’s performance
under various ambient light conditions, we conduct experiments un-
der three indoor scenarios: daytime with sunlight entering through
windows, nighttime with artificial lighting, and complete darkness.
Fig. 11c shows that even during the daytime, the reduction in work-
ing distance compared to darkness is only about 20 cm. This result
demonstrates RetroLiDAR’s resilience to varying indoor illumina-
tion. Additionally, although RetroLiDAR is primarily designed for
indoor scenarios, we also test its performance outdoors during the
daytime. Although the sensor fails under direct sunlight, it can still
achieve reliable readings at distances over 1 meter when not in di-
rect sunlight. The outdoors result further highlights RetroLiDAR’s
capability to withstand varying ambient light conditions.
Error Correction Coding Gain. RetroLiDAR incorporates error
correction coding to ensure robust performance. To evaluate its
importance, we analyze the raw demodulation results from cor-
rectly decoded readings and compare them with the transmitted se-
quences, quantifying the percentage of readings exhibiting varying
bit error counts. As shown in Fig. 11d, even when the identification
rate is 100%, only 89% of the readings are correct without the need
for error correction. As the distance increases, the percentage of
readings with bit errors continued to rise; at 2.8 meters, 48% of the
correct readings contain bit errors. More detection errors occurred
at greater distances. Our coding scheme effectively helps increase
the correct identification rate to nearly 100%, demonstrating its
crucial role in maintaining high identification rate.

6.5 Wake-up Circuit Subsystem Performance
A RetroLiDAR marker is equipped with a wake-up circuit that en-
ables targeted responses when queried by LiDAR. We first measure
the strength of the LiDAR signal received by the PD at various
distances. Following this, we validate the effectiveness of our filter
design. By combining these measurements and optimally tuning
the threshold, we achieve reliable and sensitive wake-up triggering.
Received Signal Energy. We first measure the signal strength
that our circuit could receive from the LiDAR at various distances
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and angles. Specifically, we measured the voltage root mean square
(VRMS) output of the PDwhile varying the distance and orientation
of the LiDAR. Our experimental results (Fig. 12) indicate that within
a distance of 2.25 meters and an angle of 55°, the marker circuit can
receive energy from the LiDAR that exceeds the circuit’s noise level.
Beyond this range, the signal strength falls below the noise level,
making it impossible for the circuit to function correctly. Notably,
the relationship between signal strength and distance follows an
inverse square law, consistent with the predictions from our link
budget analysis model (§4).

Table 5: Voltage output of PD under different conditions with
and without filters.

Voltage (mV) Dark Indoors Outdoors W/ LED W/ LiDAR

No filter 632.72 5132.3 5182.3 5163.4 5072.0
Spectrum filter 64.232 191.82 5067.2 594.33 653.42
Signal pattern filter 50.111 50.737 38.149 50.201 50.239
Both filters 14.812 16.443 36.695 16.895 32.413

Effectiveness of Filters. Our circuit incorporates a dual-filter de-
sign to isolate the LiDAR signal from ambient noise. We evaluate
the performance of both filters by measuring the VRMS output from
the PD under different light conditions, both with and without fil-
ters. The results are summarized in Tab. 5. A spectrum filter is used
to prevent saturation; without it, the PD would saturate even under
typical indoor lighting, rendering the reception of any signal im-
possible. After passing through the spectrum filter, a signal pattern
filter is employed to specifically extract the high-frequency pulses
sent by the LiDAR. Without the signal pattern filter, the output
would be sensitive to other infrared light sources (e.g., the LED of
an infrared camera, denoted as W/ LED in Tab. 5). After applying
both filters, the output signal is selectively tuned to the infrared
frequency and the transmission pattern of the LiDAR. These results
confirm that the filters effectively extract the characteristic signals
of the LiDAR, ensuring reliable operation of the wake-up circuit.
Detection Distance. The measurements of the PD output can
be used to adjust the threshold for wake-up triggering. We set
the triggering threshold to the noise level under typical indoor
lighting conditions, with both filters applied, plus an additional 1

mV guard value. By combining the threshold with the previously
tested PD output levels under normal LiDAR illumination at various
distances, we determine that our design could achieve wake-up
triggering at a distance of 2.25meters. Given that this distancemight
be shorter than the effective marker reading range, we conduct
an additional experiment using the VL53L4CX LiDAR model [53],
which has the same transmission power but a narrower FoV of
18°. Our experiments verified that this LiDAR could successfully
trigger wake-up at distances up to 3.75 meters, further validating
the effectiveness of our wake-up circuit design.

7 USE CASE STUDY
We demonstrate RetroLiDAR’s potential in embodied AI applica-
tions through two proof-of-concept use cases, highlighting its abil-
ity to enhance perception fidelity in real-world scenarios.

7.1 Coffee-making Tasks
In embodied AI applications requiring physical interaction, precise
object identification coupled with spatial relationship comprehen-
sion forms the foundation of reliable task execution. Consider a
coffee preparation scenario (Fig. 13a) where an agent must simul-
taneously detect the coffee beans, machine, and mug, as well as
understand their spatial relationships. By deploying RetroLiDAR
markers on these objects, we enable millimeter-accurate identi-
fication and spatial reasoning through LiDAR’s inherent depth
perception. We would like to mention that accuracy is crutial for
the overall execution efficiency. For example, common robotic arms
(e.g., MyCobot [54]) typically need 2-5 seconds for each movement.
Therefore, inaccurate measurements of vision-based positioning
(resulting in iterative adjustments) critically constrain the perfor-
mance of task execution. To quantify this enhancement, we conduct
30 trials with varying LiDAR positions/orientations, measuring the
duration to detect and localize all three markers. The results show
a mean multi-object identification and ranging latency of 5.3 sec-
onds, including 3 seconds for one-shot robotic arm movement. In
contrast, an AprilTag-based system requires position recalibration
when localization errors exceed 1 cm (the possibility is 36% in the
experiments in Fig. 9c). With three markers, the inaccurate local-
ization leads to an average of 1.7 additional measurement cycles
per task due to recalibration, extending the overall task finish time
to 8.1 seconds (2.7 measurements × 3 seconds per movement). This
inefficiency becomes more severe when the accuracy requirement
is higher. In summary, RetroLiDAR achieves one-shot localization
with millimeter-level accuracy, eliminating the need for iterative
recalibration and reducing task execution latency.

7.2 Drone Operation
Precise real-time localization is critical for embodied agents to reli-
ably operate machines and interact with their environments. For
example, drones can operate in confined indoor environments such
as warehouses, factories, and office buildings, where they typically
fly at relatively low speeds but require continuous, high-accuracy
positional updates to avoid collisions with static structures (e.g.,
walls, ceilings) and dynamic obstacles (e.g., other drones). In this
use case, RetroLiDAR leverages its inherent advantages in ranging
precision and environmental robustness to provide superior local-
ization data. To validate this capability, we conduct an experiment
using a DJI Air 2S drone equipped with a marker beneath its rotor,
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hovering approximately 1 meter above a ground-mounted LiDAR
sensor (see Fig. 13b). Despite turbulence-induced positional drift
(>20 cm displacement) and intermittent self-occlusion caused by ro-
tor movements, RetroLiDAR achieves a 91% heartbeat signal detec-
tion rate within 10-second intervals over a continuous 260-second
trial, maintaining sub-1 cm ranging accuracy. In contrast, visual
fiducial markers on drones exhibit significantly higher localization
errors (e.g., >0.16 meters [55]). This performance gap highlights
RetroLiDAR’s unique suitability for dynamic environments where
vision-based approaches struggle to maintain fidelity.

8 DISCUSSION

Cost for Large-scale Deployment.Our marker is more expensive
than conventional printed fiducial markers, and we acknowledge
that this represents a significant limitation. However, we believe
that for embodied AI applications in the current stage, a cost of
tens of dollars is not the primary concern. Instead, the high fidelity
offered by our system may be more attractive. On the other hand,
mobile LiDAR is currently integrated into high-end smartphones,
but we anticipate that with advancements in semiconductor manu-
facturing and the reduction of R&D costs, the price of LiDAR will
decrease, making it accessible for mainstream robots.
LiDAR Capabilities. Mobile LiDAR technology is still in its early
stages, but it has made significant strides in recent years. How-
ever, broader applications still require improvements in frame rate
and pixel resolution, which are critical for faster data acquisition
and enhanced mobility support. Sensor fusion strategies that inte-
grate LiDAR with complementary modalities (e.g., RGB cameras
or high-frame-rate neuromorphic cameras) could also enhance the
spatial/temporal resolution beyond LiDAR’s inherent limitations.
Advancements in spatial resolution could further enable 3D pose
estimation through multi-pixel marker designs, where multiple po-
sitional parameters of a marker could be simultaneously extracted
and angular information could be calculated. Furthermore, increas-
ing the detection distance against ambient noise would enable more
effective use in outdoor daylight environments, which still remains
a common limitation of LiDAR systems. We would like to mention

that better APIs are equally essential. For instance, while we ex-
perimented with Apple iPhone’s LiDAR that is considerably more
powerful, the provided API lacked any necessary information and
flexibility for our use case. Finally, future LiDAR systems that sup-
port active control of emitted signals could enable more complex
modulation schemes, allowing markers to filter out noise and select
wake-up signals more effectively.
Better Mobility Support. RetroLiDAR provides partial mobility
support, functioning when the marker experiences slight move-
ments, as demonstrated in our use case study. For embodied AI
tasks, a reading time of less than 1 second is unlikely to be the
primary bottleneck in overall task completion. The key limitation
preventing further enhancement of mobility support is the insuffi-
cient frame rate, which leads to blurred reception of LiDAR signals
during movement. Increasing the frame rate, which is currently
constrained by the capabilities of commercial devices, would sig-
nificantly mitigate the impact of mobility on system performance.

9 RELATEDWORK

Visual Fiducial Markers. Visual fiducial markers are artificial
landmarks designed to serve two primary functions using cameras:
identification (∼10 bits information) and position estimation. Var-
ious types of markers have been proposed, such as ARTag [10],
AprilTag [11], ArUco [12], ChromaTag [63], and STag [64]. They
have a broad range of applications including augmented reality
[65], robot navigation [66, 67], drone landing [68, 69], large-scale
3D printing [70], surgery [71], and animal behavior tracking [72].
Beyond the conventional marker systems that utilize RGB cam-
eras to read printed markers, recent research has explored more
advanced hardware designs to achieve additional functionalities
such as single-pixel imaging for privacy-preserving reading [73],
leveraging the optical image stabilization module of a smartphone
camera to reconstruct 3D images [74], utilizing the dual cameras on
mobile devices for depth estimation [75], designing Moiré patterns
for marker pose measurement [76, 77], using birefringent nature
of retroreflective tags for accurate angular measurement [78, 79],
and designing 3D markers [80] or LED beacons [81] for underwater
navigation. RetroLiDAR extends the capabilities of fiducial markers
by utilizing liquid crystals to embed information in the time domain
and employing LiDAR for reading.
Wireless Marker Systems. Wireless marker systems leverage
various wireless communication technologies to enable identifi-
cation and localization of tags. RFID currently stands as the most
ubiquitous wireless marker technology in commercial deployments.
Numerous systems have been developed for RFID-based localiza-
tion [82, 83] and human-computer interaction [84]. However, due to
limitations in spatial and angular resolution, RFID localization sys-
tems often require extensive ranges of movement of the reader [84],
large antenna apertures [85], or costly devices [61], rendering them
unsuitable for practical use. Bluetooth [60] and Ultra-Wideband
markers [86] are also widely used for indoor identification and
localization, but their localization errors are 10-100x higher than
vision-based markers. Recently, backscatter technologies such as
Wi-Fi [87], LTE [88], LoRa [89], and mmWave [90, 91] backscat-
ter have gained popularity. Despite their rapid development, these
technologies are still in the early stages [92] and face challenges in



Table 6: Comparison of different marker systems.

System Technology Working
Range

Localization
Error (Median)

Reader
Pricea

Marker
Pricea Marker Size Environmental

Robustnessb

RetroLiDAR (Ours) LiDAR + LCM 2.6 m 1 mm $36 < $40 45 × 45 mm2 Medium
LiDARTag [25] LiDAR 14 m 2.8 mm $7500 ∼ $10 1.2 × 1.2 m2 Medium
IILFM [26] LiDAR 4 m 0.11 m $600 ∼ $0.1 0.17 × 0.17 m2 Medium
L-PR [28] LiDAR 10 m N/A $600 ∼ $1 0.69 × 0.69 m2 Medium
AprilTag [11] Camera 2.4 m 11.7 mm - ∼ $0.05 30 × 30 mm2 Low
QR Code Camera 1.0 m 8.1 mm - ∼ $0.05 30 × 30 mm2 Low
SuperSight [56] mmWave 8 m 14.8 mm $3600 $32 40 × 40 mm2 High
Hawkeye [57] mmWave 25 m 2.08 m $200 ∼ $30 66 × 66 mm2 High
Apple AirTag [58] UWBc 10 m 0.26 m - $29 31.9 × 31.9 mm2 High
ULoc [59] UWB 8.5 m 0.12 m ∼ $150 ∼ $30 37 × 16 mm2 High
Bloc [60] Bluetooth 6 m 0.86 m N/A N/A N/A High
RF-Chord [61] UHF RFID 6 m 0.14 m ∼ $7000 ∼ $0.1 80 × 80 mm2 High
MetaSight [62] UHF RFID 7 m 0.15 m ∼ $1900 ∼ $0.1 48 × 13 mm2 High
a For prices not explicitly reported in the literature, we provide estimates based on our analysis and comparable technologies.
b We define environmental robustness through three tiers: (1) High - maintaining full functionality under illumination variations and adverse
weather conditions (fog, rain, etc. ), (2) Medium - sustaining reliable operation across a wide range of illumination levels, and (3) Low - requiring
strictly controlled and consistent lighting conditions to ensure proper functionality.

c AirTag utilizes Bluetooth for coarse-grained localization in addition to UWB.

being applied to applications that require high fidelity. Tab. 6 pro-
vides a systematic comparison between RetroLiDAR and existing
marker solutions using different media.
Liquid-crystal Wireless Systems. Liquid-crystal wireless sys-
tems leverage liquid crystals to modulate visible light for data
communication, primarily through backscatter techniques. Var-
ious modulation schemes, including time-domain OOK [33, 93],
pulse amplitude modulation [94], time-polarization collaborative
modulation [95], and multi-user MIMO in the pulse feature domain
[96], have been proposed to utilize the visible light backscatter
channel using LCM and retroreflector. Beyond backscatter systems,
there are also transmissive systems that do not rely on retrore-
flectors but modulate transmissive ambient light (e.g., sunlight)
using frequency-domain modulation [97] and color-based modula-
tion [98, 99]. These technologies have enabled diverse applications,
including indoor localization [100–102], human-robot collabora-
tion [103], local information provision [104], joint illumination and
communication [105], and vehicle-to-everything (V2X) networks
[106–108], expanding the scope of liquid crystal wireless systems
in both research and practical implementations.
Mobile LiDAR Applications. With the commercialization of
SPAD LiDAR systems in mobile devices, an increasing number
of researchers are leveraging this emerging ToF sensor for various
research endeavors. The precise ranging capabilities of LiDARs
enable applications such as 3D model reconstruction [109], geo-
graphic information capture [110, 111], indoor spectral mapping
[112], and mmWave coverage optimization [113]. Their small form
factor and low power consumption make mobile LiDARs partic-
ularly suitable for integration into small robots, facilitating pose
estimation [114] and robot detection [115]. In addition to spatial
perception, mobile LiDAR systems also enables innovative applica-
tions including material classification [116, 117], recovery of planar
geometry and albedo [118, 119], and liquid testing based on laser

speckle phenomena [120]. These research efforts have expanded
the sensing capabilities of mobile devices.

10 CONCLUSION

In this paper, we have demonstrated a capability where computer
vision (CV) falls short – precise ranging – while wireless techniques
can be leveraged to achieve superior performance. Despite CV’s
remarkable progress in general tasks, it remains fundamentally
limited in ranging capabilities due to the inherent constraints of
the sensor itself. By using LCMs to encode information through
dynamic temporal variations rather than static geometric features,
our system achieves extended reading distances (2.6× improve-
ment) and higher ranging accuracy (85% error reduction) with a
tiny 1×1 𝑐𝑚2 marker. This principle parallels RF backscatter’s effec-
tiveness through intentional modulation, contrasting with chipless
RFID’s dependence on bulky antenna patterns for spatial differ-
entiation. Such miniaturization enables centimeter-scale markers
to operate unobtrusively within environments while maintaining
high detection and ranging fidelity, paving the way for advanced
sensory spatial data collection in future applications.
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